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Abstract. Paper is focused on fusion of topological 3D maated color pic-
tures of the same scene. It is describing methsityded for such fusion, based
on registration of uncalibrated stereo reconstoucto 3D model. This registra-
tion removes the reconstruction ambiguity, theretgkes possible acquiring
projection matrices of source cameras. Projectiatrioes are then used for
mapping 3D model into images and coloring its mmiby this process visibility
has to be check to covered points will not be @aoReal data experiment has
been realized and the results are presented anthef the paper.
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1 I ntroduction

Fusion of an uncolored 3D data and color imagespsocess which results into crea-
tion of colored 3D model of the scene is interastmea for research today, because
many different 3D sensors has become publicly albelin past few years and data
from this type of sensors may not contain enoudbrination for further processing
or comfortable observing. Our research in this asespecified on minimal a priory
information solution. Examples of possible use af method can be more robust
localization in SLAM algorithms or just an easytualization of scene.

Standard way to approach this problem of this tggsumes fixed set camera-3D
sensor is available in order to calibration carfibeé before usage. The calibration is
usually acquired using easy-to-detect object, wittl-defined size. The object is
placed, generally for a multiple times, in fieldswiew of both sensors from which
3D sensor coordinates system to camera coordiegstsm correspondences are find.
These correspondences are then used to expressmadith formula which represent
relations between their coordinates systems — #fibration. With this knowledge
any point from 3D sensor scan can be mapped im@@@image.
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2  Algorithm outline

As proposed before, we wanted to develop methodwlowers the standard ways
a priory information assumption, specifically theed of calibration. Our method
consist of three steps: Firstly the scene is recaocted up to projective ambiguity
from picture pair. Secondly the uncalibrated retmsion is registered to 3D scan of
the scene, which removes the ambiguity and all@wsbtain projection matrices of
both pictures. Finally these matrices are usedrtgeption points of 3D scan into
input pictures in order to acquire information abibeir color.

An experiment on real data has been performed ttifyveorrectness of proposed
algorithm. The 3D model for the experiment consiEmultiple scans of 2D laser
scanner SICK LMS 111 with measurement plane ortentertically and rotated
around vertical axis in 65° range with 0.5° resolut Pictures have been captured by
hand held camera.

Fig. 1. Experiment input data: Hand-held camera imagésa(he center)
3D scan of scene (right)

3 Uncalibrated stereo reconstruction

Every picture taken by any camera is a projectioin general 3D scene in to a plane,
So it's obvious that due to this mechanism is omeedsion (usually called depth)
lost. Stereo reconstruction is process of recogettiie information about lost dimen-
sion from two pictures of the same scene, takem fetightly different viewpoints.
Principle of this method is based on premise thiatyepoint in image can be present
as a ray in the 3D space. So if projection of ap®iht can be detected in two differ-
ent images then its space position is found asimnsection of their respective rays.
However for a proper determination of position ani@éntation of a ray in space from
image coordinates it is necessary to have calitbrageneras. But, as shown in [1],
even without knowledge of calibration, restrainfepipolar geometry allows to ob-
tain some reconstruction, nevertheless only updageptive transformation ambiguity.
This process consist of three steps: Firstly funelatal matrix is need to be comput-
ed. Then it is necessary to find as much corresproeel points as possible — usually
for this step is preferred to use disparity mamaly fundamental matrix is used to
figure out pair of projection matrices witch can beed to protectively ambiguous
reconstruction of every point correspondence thindagngulation.



3.1 Fundamental matrix

Fundamental matrix is the algebraic representaifdhe epipolar geometry [1]. If
X =/1(X Yy 1)T and X' represent positions of corresponding points in dgen

nous coordinates then fundamental matrixfor these two images will satisfy equa-
tion for every correspondence:

XTFx=0 (1)

Important properties of this matrix ark: is rank two matrix with seven degrees of
freedom — is defined up to scale adet() =0, any pointX in first image defines

on second image so-call epipolar line, on whichregpondence tX can be found,
as|'=Fx, all epipolar lines cross each other in one poailed epipolee (or €' in
second image).

Computing of fundamental matrix can be done by sdwsays. Our experiment
has been realized using following method: Firsttyrespondence point has been
searched using SIFT [2] feature detector and dascriThen outliers in found corre-

spondence has been removed by RANSAC algorithmhybéciodically computd=
using minimal seven point algorithm. And at lastfiF has been computed by line-
ar optimization algorithm using all inliers follogdoy zeroing minimal singular value
of linear criterion optimal matrix.

3.2 Disparity map

A disparity map can be presented as result of dense correspondence search,
usually so dense that disparity map has the sasotuteon as source images.Xfand
X' again represent positions of corresponding pothisy related point in disparity
map can be described &(X) = X'—X.

As mentioned before fundamental matrix constraingreespondence for any to
be found on epipolar link' and to make disparity map computation and reptasen
tion more simple it is usual to rectify input imageo their epipolar lines will become
parallel to each other and to one of the axis (galyeto the x axis). Then data in
disparity map can be scalar because it represéfesetice only in one dimension.

To compute disparity map experiment data has beetified and then semi block
matching algorithm described in [3] has been us$tettified images and the gray-
scale representation of resulting disparity mgmrésented in the Fig. 2.



Fig. 2. Rectified images (left and middle), disparity maght)

3.3 Triangulation

Triangulation in stereo reconstruction can be presk as a process of searching
space pointX from its projections in two different images. Thgwojections can be
found as correspondence pair of image po¥isd X' .

x=PX x'=P'X )
Because true projection matrices are unknown incase, we use any canonical pair
instead which fits to fundamental matrix, namely:

P=[110] P=[e],F+eVvT|ie] (3

Where[€], is skew symmetric matrix which satisfg'], a=e%a, Vis arbitrary

vector andA nonzero scalar. The experiment has been donewithO and A =1.
When projection matrices are defined, there isrsdweay how to solve triangula-
tion in this task. The experiment has been dormegugiear homogenous method:

3T 1T

Xp
yp
Xp

1 13T

yp

-p
2T
P Ix=o0 (4

13T 1T
P

p

3T

1T

Wherep' " is row of P.

4 Dataregistration

A purpose of data registration is to transform tlada sets in such way that they will
become spatially consistent. In described algoriginusing this concept to registra-
tion the uncalibrated stereo reconstruction to 3@deh of reconstructed scene be-
cause of the projective ambiguity is removed framhsreconstruction. For realiza-
tion of this registration we decided to use idedGP (Iterative Closest Point) algo-



rithm described in [4]. However due to the facttttiree ICP is a numerical method a
guess of the solution has to be done at first.

The initial guessH, of searched projection transformatidd has been got

through several handpick reconstruction to 3D mootatespondences. Transfor-
mation is then derived from these correspondensieg lhomogenous method of least
squares.

Then the found transformation is gradually gettprgcision by periodical appli-
ance of following algorithm: Firstly the closestipioin 3D model is find for every
point of stereo reconstruction. Secondly some efwlrst (the most distant) closest
points correspondences are rejected as outlieen frbm remaining correspondences
is randomly picked subset, because it turned aitfthl set of correspondences inli-

ers is usually too large for effective processiRgally transformation stef; is

calculated from correspondence subset and is addsafar found transformation.

In our implementation, six correspondences hava headpicked for initial guess
calculation. For outliers removal 25% of most disteorrespondence has been reject-
ed. And 5000 samples has been randomly pickeddostormation step calculation
from inliers.

Fig. 3. Registration after 15 iterations

5 Coloring 3D model

Registration stereo reconstruction to 3D modehifsrmational equivalent of a priory
camera pair calibration, so relations between irmagal 3D model coordinates sys-
tems are known now and the last problem, which eadtdn this section, is how this
knowledge can be used to merge information in irmaged 3D model. However,
because following approach is greatly dependerfbonat of 3D model it is multiple



ways to solve this problem. We describe methodwfimplementation used in our
experiment. This part of algorithm is dividablethwee parts: Firstly we acquire ‘true’
projection matrices. Secondly every point of 3D elad check if it's visible on im-
ages. And finally to every point which is visibleleast in one image is assigned col-
or.

5.1  Projection matrices

For proper explaining process of recovering ‘trpedjection matrices let us define:
canonical projection matrix pal,P' used to obtain uncalibrated reconstructn
from imagesX, X', projection transformatiodd acquired by registration part, ‘true’
stereo reconstructioX, = HX and ‘true’ projection matrix paiP,, P,".

Relation between ‘true’ and canonical projectiortrinas is then mathematically
defined as:

x=PX, =PX

x,=Hx [P ©
=

Similar equation can be derive fét, .

We verified correctness of acquired matrices bygqating every point of 3D mod-
el into both images, thereby we can assigned d¢olthis points by interpolation and
after that visually check alignment. One of thisywelored model can be seen in
Fig. 4 — cause of illustration purposes presentedahhas been generated from 10
times denser 3D model (obtained by linear interaié.
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Fig. 4. Texturized 3D model using one image



5.2  Visbility check

Because 3D sensor and source camera of input imeaes generally different
fields of view, 3D model contains some points whihould not be projected into
image. This points can be categorized into two gsoypoints which are projected
outside the borders of image and points which wdaddprojected into image but
from camera viewpoint are covered behind some clusdace.

Dealing with first group is very easy — it is saféint to check if coordinates of pro-
jected point are inside image borders, but dealitfhp second group desire more
complex approach: Firstly surfaces have to be ddfirbecause we had no infor-
mation which scanned points form surface we assuimgdevery neighboring points
creating surface. Then we created depth map bypioiting distance from center of
projection of projected 3D points into pixels ofdage. During this process we seg-
menting points by checking if respective pixelsrdreccupied by closer surface.

Fig. 5. Depth maps of input images

Fig. 6. The resulting fusion of input data



5.3 Color fusion

After visibility check 3D points can be classifietto three groups: Points which are
not visible in any image, points which are visibldy in one image and points which

are visible in both images. Dealing with first tgmups is very strait forward — to the

first group is not assigned any color and to theosd group is assigned color from

respective image. However, to the points from #e broup can be assigned color
from both images. Generally it is possible to use fact for noise reduction through

the use of appropriate combination colors from kiothges. Because in our experi-
ment we dealt with static scene we assigning ® ghoup mean from two respective
colors. Results of this process can be seen in6Fig.

6 Conclusion

In this paper we describe method for coloring 3Ddetowithout need of a priory

calibration. Main idea of our method lies in regisibn stereo reconstruction to col-
ored model. From experiments result we can seentke#ttiod algorithm is in general
correct but alignment of data 3D profile and ass@jtexture is not perfect (focus e.g.
on the chair in Fig. 6). The misalignment is cabgeimperfect registration and by
nonlinear distortion of the image source camerachviis not compensated in any
step. Subject of our further research will be iny@rment of registration part of algo-
rithm, especially initial guess part, because feefulness in applications like e.g.
SLAM should this part be automated.
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